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Introduction Objectives

 The tasks of emotion recognition requires the decoding of emotions from nuanced indicators like facial expressions, body » We Introduce a novel visual prompting method (SoV) that highlights
language, and contextual details. facial regions directly within the entire image. This preserves

* Previous methods overlook the spatial relationships between different people and facial features within a single face. background context, enhancing the ability of VLLMs to perform

* The relationships between the eyes, mouth, and nose features can be highlighted by facial landmarks in SoV prompts to accurate emotion recognition without the need for cropping faces,
guide VLLMs. thus maintaining the holistic view of the image.

» The proposed face overlap handling algorithm effectively addresses
conflicts arising from overlapping face detections, especially in
images with dense face clusters.

» Our results show that incorporating spatial visual prompts (SoVs) into
VLLMs can enhance their performance in recognizing emotions.

* Recent approaches approaches focus on local objects and ignore spatial context information.

g | Is Person 1's face visible? What is Person 1's emotion? |

In the image, Person 1 (the man on the left) is partia Ily isible; his face is shown in profile view,

and he pp tbsmIgTh suggests that he is feeling h gpydggdlklyn(g
con or the company he is with. Even though we cannot see his full face directly, the
sible portio fh smile and the overall relaxed setting in i e a positive emotion
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Identify and locate faces in the image.

What food is Person 8leating and drinking? |
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the image, Person3 a| pp rsto be h Iding a glass, likely containing alemonade or similar
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: however, there f d bI n the picnic blanket, including fruits dp ny ome

gIWhatisth emotion for this group of people? | sandwiches k wh chany of fth ichic arici ants, including her, mightbe enjoying. I \ “I Step4 To analyze faC|a|
. What food is Person fll eating and drinking? : . . 1 .. . . 1 . . g

L"UIZZ!,T?JE}“L”ZQ oo Z.fd_dp.sa’ty roapicnic = | e —— | Step 1: To identify and locate i 1 | How many visible faces in the image? i | expression by using position of
Person (Wan on the e and <corn obe or s cumtyeatn g-.'A for hiscrin. e s e i fontof nim. amilar to 6 oher alaases faces in the image Pl i | nose, eye and mouth.
engaging inconversa suggesting he and enjoying the th e picn gy b]an]sgt which likely contain gmgnad_e ora S.Im.l.l.a.[t& verage. This setup suggests . - J 1 : In pUt 2 : : / (2) Box + N u m ber
hehas.a expression ical picnic_meal consisting of simple, easy-to-handle foods and refreshing drinks. 7 ~\ : : \Whatis emotion for eaCh face? J . N E n han ce rou nd i n ca abi I ities b
xg:[g:jsntzmngorlooklngot'pwardsanother.famllymember, g | User: Do Person 3 and Person i have similar emotio | Face deteCtlon : : : Spat|a| re|at| Onshlp g g p y
::’;:::irf:"::';:ait'i'ng':h:'s‘:fpigifenioying ::: appearsto | [ e image, Person 8 and Person both appearto be happy. Person is smiling broadly, : I : box and num ber
PErSERANBARREIEERIERRGHDH < also has a slight= -, ii%%ii:%z:eésef_l—ﬁuﬁ] ?r? rTestm g s blyuh_g B o e a3%isplaysa ' SOV P rom pt i n g 1 |—
suggesting heis and enjoying the picnic. happy demeanor, suggesting contentmentand en'o ment f the picnic.

Figure 5: We use two types of prompt methods. Left: plain text prompts, which can be used for group emotion
recognition. Right: combined text-vision prompts, which can be used for analyzing specific individuals’ emotions.
These prompts can be used to evaluate emotional interpretation in social interactions based on facial expressions,
body language, and contextual cues.
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(3) Box + Number + Facial Landmarks

7. A= Calculate_Area(B) // Calculate the area
8: return A

9: // Main function

10: def Detect_and_handle_overlaps(faces):

Output 2: Face1: Happy Face2: Neutral

Landmarks detection Anser: X

; y Analyze facial expression ial
#@ Face detection & Add facial landmark ° . alyze facial e _p ess_ on by spatia
, : : : : ,. . relationships
1
Algorithm 1 Detect and Handle Overlaps @ Add boxes m spatlal relatlonShlp : Left Eye Right Eye Nose Right Mouth Left Mouth "—
1: // Define a function to check if overlap B (] SEranccrmursaeic i i o IR e P S e e e JI i
2: def Boxes_overlap(B1, Ba): LI
z: Ot= Cgeck_Overlap(Bl,BZ) /I Check if overlap @ : : Step 3: To detect and extract Question
:  return ‘ » 11 .
- g:?;f;zz_asf;ne(g‘)‘m to calculate the area fasaia Output 1: 2 i i facial landmarks. J How many visible faces are there in the image? Analyze each face's emotion and group the face's emotions.
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In the image, there are 22 visible faces. Emotions can be grouped into three main categories.

Neutral Emotion: Approximately 16 Faces. This neutral expression is typical in settings requiring attention to a speaker or
= event reflecting an engaged yet reserved emotional state.

Lz JiSorf faces by the areain descending order e A e M e B i . O P Y e P N iy Sy e v ¥,
12:  F = Sorted(faces)
13:  //Initialize an empty list

) o L . . }g }’;iﬂ;cli—lfrﬁ;eig . . .. o . Mildly Positive Emotion: Approximately § Faces. This could be a response to something interesting or mildly amusing
Figure 4: Face de?ectlon inevitably introduces some if Boxes_overlap(Fk], Flk — 1]): _ F | g ure 3 : Wo rkfl ow d lagra m fo r e n h a n ced fa Ce recogn lt I o n a n d e m ot 1 o n happening at the eyent, but thelr reactions are subdupd, in keeping \.Nith. the formal setting. .
overlaps or conflicts that confuse VLLMs. Analyz- 17: if Face_size(F[k]) > Face_size(F[k — 1]): Happy: 1 Face. This expression stands out as more joyful or enthusiastic about the proceedings.
ing the impact of face overlaps, occlusions, landmark 18 /f Replace the smaller face H H _nf_\/ici ( ) . . :
misalignmont and bounding box sonflcts for omotion 1% vilblefess = ~Ple— 1] APl analysis using the Set-of-Vision (SoV) prompting approach: a multi-step process
recognition.

involving face detection, face numbering, landmark extraction, and spatial
relationship analysis for emotion classification. Each detected face is analyzed

M Et h Od O I Ogy and identified by facial landmarks on the face, such as the positions of the nose,

eves, mouth, and other facial features.

Neutral Emotion: § Faces (Nos. 2, 3, 4, 5, 6, 7, 8, 9, 16): These faces show little to no expressive facial features that
indicate strong emotions. The expressions are mostly calm and the eyebrows are relaxed.

Mildly Positive Emotion: l Faces (Nos. 1, 10, 12, 14, 15, 17, 18): a slight smile. Eyebrows are slightly raised, and the
eyes are a bit brighter, a soft positive feeling.

Smiling or Happy: 2 Faces (Nos. 11, 13): Clearly smiling, indicated by the upward curve of the lips and the crinkling
around the eyes (crow’s feet), associated with a genuine smile.Emotion is based on the position and curvature of the

' mouth, openness of the eyes and eyebrows.

R e S u I t Bl GPT-4V+Ours Bl GPT-4V M LLaVA Video-LLaVA MiniGPT-4
0.8
0.6
Methods Backbaiie Easy Medium Hard Total
Acc (%) R@1 Acc(%) R@1 Acc(%) R@1 Acc(%) R@1 i
MiniGPT-4 (Zhu et al., 2023) Q-former, ViT 3045 16.17 19.88 1285 1578 14.10 22.87 1296 ' - 0.260.26 Higa
LLaVA (Liu et al., 2023) CLIP, ViT 3574 1591 2280  11.29 3.50 1.58 22.65  10.56 0.24 ; 0.24
Video-LLaVA (Zhang et al., 2023a) Pre-align ViT  20.11 9.37 16.95 7.26 8.77 4.46 16.12 6.84 0.2 0.200.20 0.20 s -
GPT-4V (Achiam et al., 2023) ViT 48.85 2794 4795 1923 3245 1136 4444  22.11 ' 0 0 0,13
0.05 0.05 0.06 0.06
GPT-40 (Achiam et al., 2024) +SoV (Ours) ViT 51.27 3193  49.12 2265 49.12 2046 50.10 2420 °-°3 —— 230 s 0.02 ﬁ*o ” T
GPT-4V (Achiam et al., 2023) +SoV (Ours) ViT 6091 4196 5321 2282 50.00 1897 5533  28.69 0.0
Angry Disgust Fear Happy Surprise Neutral

Table 1: Comparison of zero-shot emotion recognition methods, including MiniGPT-4 (Zhu et al., 2023), LLaVA

(Liu et al., 2023), Video-LLaVA (Zhang et al., 2023a), GPT-4V (Achiam et al., 2023), and SoV-Enhanced GPT : : ; ; ;3 ; : :
Models, across datasets with varying difficulty levels (Easy, Medium, and Hard): A Comparative Analysis of Figure 6: The bar chart shows the performance of various VLLMs in recognizing different emotions from images.

Accuracy and Top-1 Recall (R@1). The models compared include GPT-4V+QOurs, GPT-4V (Achiam et al., 2023), LLaVA (Liu et al., 2023), Video-
LLaVA (Zhang et al., 2023a), and MiniGPT-4 (Zhu et al., 2023). These results are distributed across seven emotions.

. Il GPT-4V+SoV EM Box + Number Box Baseline Bl SoV(Ours) W& RedCircle ReCLIP
SOTA methods Visual Prompt Easy e kand A - -
Acc (%) R@1 Acc(%) R@1 Acc(%) R@1 Acc(%) R@1 '
0.6
Baseline (Achiam et al., 2023) Plain Text 48.85 2794 4795 19.23 32.45 11.36 4444  22.11 i
ReCLIP (Subramanian et al., 2022) PIBIR 54.02 3147 46.19 16.98 42.10 14.32 48.14 22.98 4 ‘
RedCircle (Shtedritski et al., 2023) PICIR 5172 2955 4853 2319 4561 1589  49.01  23.89 . ' . N |I l .
SoV (Ours) NIBIF 60.91 4196 5321 22.82 5000 1897 5533  28.69 - fa . 3 ' fla = o I- m- &
Angry Disgust Fear Happy Surprise Neutral ' . - . .
Angry Disgust Fear Happy Surprise Neutral

Table 2: Comparison of SOTA methods for zero-shot emotion recognition across datasets with varying levels

of difficulty—Easy, Medium, and Hard. The types of visual prompts used by previous approaches are: P: Crop, Figure 9: The bar chart .dlsplayed 1n the image illustrates : :
B: Box, R: Blur Reverse, C: Circle, N: Number, F: Facial Landmarks. the performance of different vision prompts—GPT- Figure 8: The bar chart illustrates the performance of

4V+SoV, Box + Number, Box, Baseline in emotion SoV(Ours), RedCircle and ReCLIP in emotion recogni-
recognition across seven different emotional categories. tion across seven different emotional categories.

Easy Medium Hard Total
Acc (%) R@1 Acc(%) R@1 Acc(%) R@1 Acc(%) R@1

i, g What is the emotion foreach face?

Vision P ¢ . : :
ision Fromp = Figure 10: The impacts of segmentation masks for

In the image:

f | 1.The woman on the left (Face 1) appears to have a . oy e .
77 | happy and f8IEXEd expression. emotion recognition. Top: SoV provides a clearer
Baseline (Achiam et al., 2023)  48.85  27.94 4795 1923 3245 1136 4444 2211 8 | 2T man in the micie (Face 2) lso looks NEE , & P: SOV P
Box 47.12 2947 4561 1773 3947 1246 4466  23.52 Sl | 3The woman on the right (Face 3) soems JRER and view for emotion recognition. Bottom: the
Box+Number 58.04 41.10 51.46 22.12 42.10 15.57 51.63 28.24 kil el ol ot lewd ol R segmentation masks obscure parts of their faces,
SoV 6091 4196 5321 2282 50.00 1897 5533  28.69 What is the emotion for each face? making it more challenging to accurately discern
7]
Table 3: Ablation study for vision prompts on GPT-4V. Baseline: represents the model’s performance without | T el expressiO: these emotions, especially for Person 2. In addition,

looking relaxed and happy.

g the added segmentation masks also result in a lack
K™ | 2. The figure labeled "2" has anobscuredface so | ]
Bl | 5™The woman tahelod -5~ seome 95 I of precise context.

" -, giving off a serene and content vibe.

any additional prompts. Box: indicates a visual prompt that uses bounding boxes. Box+Number: adding numerical
identifiers to the bounding boxes. SoV: adding facial landmarks to each face with additional numerical identifiers to
the bounding boxes.

®

Conclusion @

v’ Face overlap handling algorithm and combined text-vision prompting strategy further v Set-of-Vision prompting (SoV) approach significantly advances the field of ,-::°
refine the recognition process. emotion recognition within VLLMs.

v This approach not only preserves the enriched image context but also offers a solution v" SoV enhances zero-shot emotion recognition accuracy, ensuring precise face
for detailed and nuanced emotion recognition. count and emotion categorization.
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